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Section I: Introduction 

PURPOSE 
The purpose of this report is to document the psychometric properties of the 

New York State Regents Examination in Physics. In addition, this report documents the 
procedures used to analyze the results of the field test and to equate and scale the 
operational test forms.  

Section II: Field Test Analysis 
 

In May 2014, prospective items for the New York State Regents Examination in 
Physics were field tested. The results of this testing were used to evaluate item quality. 
Only items with acceptable statistical characteristics can be 
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FILE PROCESSING AND DATA CLEANUP 
The Regents examinations utilize both multiple-choice (MC) and constructed-

response (CR) item types in order to more fully assess student ability. Multiple field test 
(FT) forms were given during this administration to allow for a large number of items to 
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reliability, and it generally ranges from 0 to 1. Table 3 contains these values in the 
column headed “Scoring Reliability.” They ranged from 0.94 to 0.99, indicating a high 
degree of reliability. 
 
Table 3. Test and Scoring Reliability 

Form Number Test Reliability Scoring Reliability 
831 0.82 0.95 
832 0.84 0.98 
833 0.84 0.95 
834 0.83 0.95 
835 0.77 0.97 
836 0.76 0.96 
837 0.76 0.94 
838 0.84 0.95 
839 0.79 0.94 
840 0.73 0.99 
841 0.74 0.94 

Inter-rater Agreement 
For each CR item, the difference between the first and second reads was tracked 

and the number of times each possible difference between the scores occurred was 
tabulated. These values were then used to calculate the percentage of times each 
possible difference occurred. When examining inter-rater agreement statistics, it should 
be kept in mind that the maximum number of points per item varies, as shown in the 
“Score Points” column. Blank cells in the table indicate out-of-
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Intraclass Correlation 
In addition, Appendix C contains the intraclass correlations for the items. These 

correlations are calculated using a formulation given by Shrout and Fleiss (1979). 
Specifically, they described six different models based on various configurations of 
judges and targets (in this case, papers that are being scored). For this assessment, the 
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Weighted Kappa 
Weighted Kappa (Cohen, 1968) was also calculated for each item based on the first 

and second reads and is included in Appendix C as well. This statistic is an estimate of 
the agreement of the score classifications over and above that which would be expected 
to occur by chance. Similar to the ICC, its value can range between zero (the scores 
given by the judges agree as often as would be expected by chance) and one (scores 
given by the judges agree perfectly). In addition, negative values are possible, but rare, 
and have the same interpretation as zero values. One set of guidelines for the 
evaluation of this statistic is (Fleiss, 1981): 

�x k > 0.75 denotes excellent reproducibility 
�x 0.4 < k < 0.75 denotes good reproducibility 
�x 0 < k < 0.4 denotes marginal reproducibility 

Ninety-five out of ninety-eight items had kappa values of 0.76 or higher, meaning 
that 97% of the items were scored in a manner that yielded excellent reproducibility. 
The remaining three items still yielded good reproducibility. The scoring reliability 
analyses offer strong evidence that the scoring of the CR items was performed in a 
highly reliable manner. 

ITEM RESPONSE THEORY (IRT) AND THE CALIBRATION AND EQUATING OF 
THE FIELD TEST ITEMS 

While classical test theory-based statistical measures are useful for assessing the 
suitability of items for operational use (i.e., use as part of an assessment used to 
measure student ability and thus having real-world consequences for students, 
teachers, schools, and administrators), their values are dependent on both the 
psychometric properties of the items and the ability distributions of the samples upon 
which they are based. In other words, classical test theory-based statistics are sample-
dependent statistics. 

 
In contrast, Item Response Theory (IRT) based statistics are not dependent on the 

sample over which they are estimated—they are invariant across different samples 
(Hambleton, Swaminathan, & Rogers, 1991; Lord, 1980). This invariance allows student 
ability to be estimated on a common metric even if different sets of items are used (as 
with different test forms over different test administrations).  

 
The process of estimating IRT-based item parameters is referred to as “item 

calibration,” and the placing of these parameters on a common metric or scale is termed 
“equating.” While one reason for the field testing of items is to allow their suitability for 
use in the operational measurement of student ability to be assessed, the data resulting 
from field testing is also used to place items on the scale of the operational test (i.e., 
they are equated to the operational metric). Once items are on this common metric, any 
form composed of items from this pool can be scaled (the process through which scale 
score equivalents for each achievable raw score are derived) and the resulting 
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There are several variations of IRT that differ mainly in the way item behavior is 

modeled. The New York State Regents Examinations use the Rasch family of IRT 
statistics to calibrate, scale, and equate all subjects (Rasch, 1980; Masters, 1982).  

 
The most basic expression of the Rasch model is in the item characteristic curve. It 

conceptualizes the probability of a correct response to an item as a function of the 
ability level and the item’s difficulty. The probability of a correct response is bounded by 
“1” (certainty of a correct response) and “0” (certainty of an incorrect response). The 
ability scale is theoretically unbounded. In practice, the ability scale ranges from 
approximately �í4 to +4 logits. The relationship between examinee ability ��, item 
difficulty Di, and probability of answering the item correctly Pi is shown in the equation 
below: 

 

�2�Ü(�à) =
exp (�à 
F �&�Ü)

1 + exp (�à 
F �&�Ü)
 

Examinee ability (��) and item difficulty (Di) are on the same scale. This is useful for 
certain purposes. An examinee with an ability level equal to the item difficulty will have a 
50% chance of answering the item correctly; if his or her ability level is higher than the 
item difficulty, then the probability of answering the item correctly is commensurately 
higher, and the converse is also true.   

The Rasch Partial Credit Model (PCM) (Masters, 1982) is a direct extension of the 
dichotomous one-parameter IRT model above. For an item involving m score 
categories, the general expression for the probability of achieving a score of x on the 
item 

�¼
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Thissen and Steinberg (1986) refer to this model as a divide-by-total model. The 
parameters estimated by this model are mi �í1 threshold (difficulty) estimates and they 
represent the points on the ability continuum where the probability of the examinee 
achieving score mi 
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Table 5. Partial-Credit Model Item Analysis Summary 

Form

N-

Count
No. of ItemsRasch

INFIT

2.0

2.0 to 2.0>2.0

<0.5

0.5 to 1.51.5 to 2.0>2.0

2 

1 0 

0 0 

2 

1 0 

0 0 

0 

0 0 

0 0 

3 

0 0 

0 0 

1 

0 0 

0 0 

23 1 

0 0 

0 0 

23 0 

1 0 

0 0 

0 

1 0 

0 0 

0 

0 0 

0 0 

0 

0 0 

0 0 

0 

0 
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Figure 1 (from Zwick, Donoghue, & Grima, 1993) shows a 2 × t contingency table at 
the kth of K levels, where t represents the number of response categories and k 
represents the number of levels of the matching variable. The values y1, y2, … yT 
represent the t scores that can be gained on the item. The values nFtk and nRtk represent 
the numbers of focal and reference groups who are at the kth level of the matching 
variable and gain an item score of yt. The “+” indicates the total number over a particular 
index (Zwick et al., 1993). The Mantel statistic is defined as the following formula: 
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in which Fk represents the sum of scores for the focal group at the kth level of the 
matching variable and is defined as follows: 
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The variance of Fk under the null hypothesis is as follows: 
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Under H0, the Mantel statistic has a chi-square distribution with one degree of 
freedom. In DIF applications, rejecting H0 suggests that the students of the reference 
and focal groups who are similar in overall test performance tend to differ in their mean 
performance on the item. For dichotomous items the statistic is identical to the Mantel-
Haenszel (MH) (1959) statistic without the continuity correction (Zwick et al., 1993).  

A summary statistic to accompany the Mantel approach is the standardized mean 
difference (SMD) between the reference and focal groups proposed by Dorans and 
Schmitt (1991). This statistic compares the means of the reference and focal groups, 
adjusting for differences in the distribution of the reference and focal group members 
across the values of the matching variable. The SMD has the following form: 

�¦�¦ ��� 
k

RkFk
k

FkFk mpmpSMD  

in which 

����

��� 
F

kF
Fk n

n
p  

is the proportion of the focal group members who are at the kth level of the matching 
variable; 
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is the mean item score of the focal group members at the kth level; and mRk is the 
analogous value for the reference group. As can be seen from the equation above, the 
SMD is the difference between the unweighted item mean of the focal group and the 
weighted item mean of the reference group. The weights for the reference group are 
applied to make the weighted number of the reference-group students the same as in 
the focal group within the same level of ability. A negative SMD value implies that the 
focal group has a lower mean item score than the reference group, conditional on the 
matching variable.   

Multiple-Choice Items  

For the MC items, the MH odds ratio (converted to the ETS delta scale [D]) is used 
to classify items into one of three categories of DIF.  

The Odds Ratio 

The odds of a correct response (proportion passing divided by proportion failing) are 
P/Q or P/(1�íP). The odds ratio is the odds of a correct response of the reference group 
divided by the odds of a correct response of the focal group. For a given item, the odds 
ratio is defined as follows: 

�Ù�Æ�Á=
�2�å �3�å�¤

�2�Ù �3�Ù�¤
 

and the corresponding null hypothesis is that the odds of getting the item correct are 
equal for the two groups. Thus, the odds ratio is equal to 1: 

�Ù�Æ�Á=
�2�å �3�å�¤

�2�Ù �3�Ù�¤
= 1  

The Delta Scale  

To make the odds ratio symmetrical around zero with its range being in the interval 
�í�’���W�R�����’, the odds ratio is transformed into a log odds ratio according to this equation:  

��MH = ln(�.MH) 
This simple natural logarithm transformation of the odds ratio is symmetrical around 

zero. This DIF measure is a signed index; a positive value signifies DIF in favor of the 
reference group, a negative value indicates DIF in favor of the focal group, and zero has 
the interpretation of equal odds of success on the item. ��MH also has the advantage of a 
linear relationship to other interval scale metrics (Camilli & Shepard, 1994). ��MH is 
placed on the ETS delta scale (D) using the following equation: 

D = �í2.35��MH 
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After a stable anchor item set had been identified, the mean of the ability estimates 
of the students who took the anchor form was computed2. This mean ability was then 
used as the target ability for the forms with the field test items. Because the groups 
taking the different forms were randomly equivalent and thus had the same mean 
ability, adjustment of the parameters of the field test items on any form to values that 
produced an ability distribution for students who had taken the form with a mean equal 
to the target ability from the anchor form would result in the parameters for the field test 
items on that form being equated to the scale of the anchor form, which was also the 
operational scale. 

 
The equated mean ability estimate for Form 841 was �í0.28. This value became the 

target mean ability estimate for the field test forms. 
 
At this point in the analyses, the calibration of the anchor form was complete. The 

next step was the initial calibration of the field test forms. This was a “free” calibration, 
meaning that the item parameters were not constrained in any way. This initial 
calibration produced a set of Rasch difficulty parameters for the items on each form. 
Also produced as a part of the Winsteps calibration was a set of person ability estimates 
for each form. 

 
The next step was the computation of an equating constant for each form. Under 

Rasch IRT, if all of the difficulty parameters on a form have a constant added to them, 
the ability estimates for examinees will also be changed from their previous values by 
the amount represented by that constant. Therefore, to adjust the item difficulty 
parameters such that the mean of the ability distribution is set equal to the target mean 
ability from the anchor form, an equating constant was calculated for each field test form 
by subtracting the field test form mean ability from the target mean ability. This value 
was then added to the Rasch difficulty parameter of all items on the field test form. 
These adjusted values were then used as anchors for a second Winsteps calibration of 



Prepared for NYSED by Pearson 17 

Table 8. Initial Mean Abilities and Equating Constants 

Form Number Mean Ability Constant 

831 0.13 �í0.39 

832 �í0.24 �í0.04 

833 0.12 �í0.38 

834 0.28 �í0.53 

835 0.08 �í0.34 

836 0.01 �í0.28 

837 �í0.52 0.23 

838 �í0.23 �í0.05 

839 �í0.33 0.05 

840 0.11 �í0.38 

Section IV: Scaling of Operational Test Forms 
 

Operational test items were selected based on content coverage, content accuracy, 
and statistical quality. The sets of items on each operational test conformed to the 
coverage determined by content experts working from the learning standards 
established by the New York State Education Department and explicated in the test 
blueprint. Each item’s classical and Rasch statistics were used to assess item quality. 
Items were selected to vary in difficulty to accurately measure students’ abilities across 
the ability continuum. Appendix F contains the 2014 operational test maps for the June 
administration. 

 
All Regents examinations have two cut scores, which are set at the scale scores of 

65 and 85. One of the primary considerations during test construction was to select 
items so as to minimize changes in the raw scores corresponding to these two scale 
scores. Maintaining a consistent mean Rasch difficulty level from administration to 
administration facilitates this. For this assessment, the target value for the mean Rasch 
difficulty was set at �í0.319. It should be noted that the raw scores corresponding to the 
scale score cut scores may still fluctuate even if the mean Rasch difficulty level is 
maintained at the target value due to differences in the distributions of the Rasch 
difficulty values amongst the items from administration to administration.  

 
The relationship between raw and scale scores is explicated in the scoring tables for 

each administration. 
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previous year’s field test are used to equate the scale for the current administration to 
the base administration. For this examination, the base administration was the June 
2004 administration. Scale scores from the 2014 administrations are on the same scale 
and can be directly compared to scale scores on all previous administrations back to 
and including the June 2004 administration. 

 
When the base administration was concluded, the initial raw score to scale score 

relationship was established. Four raw scores were fixed at specific scale scores. Scale 
scores of 0 and 100 were fixed to correspond to the minimum and maximum possible 
raw scores. In addition, a standard setting had been held to determine the passing and 
passing with distinction cut scores in the raw score metric. The scale score points of 65 
and 85 were set to correspond to those raw score cuts. A third degree polynomial is 
required in order to fit a line exactly to four arbitrary points (e.g., the raw scores 
corresponding to the four critical scale scores of 0, 65, 85, and 100). The general form 
of this best-fitting line is: 

 
SS = m3*RS3 + m2*RS1Tc 0 Tw 1(h112 0 0 12 278.52 43.15
EMC 
/P <</MCIC 
/P <</MCIC 
/P <</M)]TJ
0.004 
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The minimum (zero) and maximum possible raw scores are assigned scale scores 

of 0 and 100, respectively. In the event that there are raw scores less than the 
maximu
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Shrout, P. 
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Appendix A: Classical Item Analysis 
In the following table, “Max” is the maximum number of possible points. “N-Count” refers to the number of student 

records in the analysis. “Alpha” contains Cronbach’s �&�R�H�I�I�L�F�L�H�Q�W���.�����V�L�Q�F�H���W�K�L�V��is a test [form] level statistic, it has the same 
value for all items within each form). For MC items, “B” represents the proportion of students who left the item blank, and 
“M1” through “M4” are the proportions of students who selected each of the four answer choices. For CR items, “B” 
represents the proportion of students who left the item blank, and “M0” through “M4” are the proportions of students who 
received scores of 0 through 4. “Mean” is the average of the scores received by the students. The final (right) column 
contains the Point-B
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Test
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Form Item Score 
Points 
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Appendix C: Additional Measures of Inter-rater 
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Test Form Type Item Max N-Count RID S1 S2 INFIT 
2014_PHYS 841 CR 42 1 1052 �í0.1700   0.79 
2014_PHYS 841 CR 43 2 1052 �í0.4900 �í0.0300 0.0300 0.76 
2014_PHYS 841 CR 44 2 1052 0.0300 �í1.7800 1.7800 0.99 
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Appendix E: DIF Statistics 
The first four columns from the left contain the test name, form ID, item type, and 

item sequence number within the form. The next three columns contain the Mantel-
Haenszel DIF statistical values (note that the MH Delta statistic cannot be calculated for 
CR items). The final two columns will only have values if the item displays possible 
moderate or severe DIF; if so, the degree of DIF (B/BB = moderate; C/CC = severe) and 
the favored group will be shown. 

T e s t
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Test Form Type Item MH Delta MH Chi-
Square 

Effect 
Size 

DIF 
Category 

Favored 
Group
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Appendix F: Operational Test Maps 
June 2014 





Prepared for NYSED by Pearson 55 



Prepared for NYSED by Pearson  56 

Appendix G: Scoring Tables 
June 2014 
 

Raw 
Score Ability Scale 

Score 
0 �í6.245 0.000 
1 �í5.026 2.062 
2 �í4.310 4.013 
3 �í3.882 5.765 
4 �í3.572 7.540 
5 
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